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ABSTRACT

This paper presents comparisons of three peer evaluation
instruments tested among students in undergraduate engineer-
ing classes: a single-item instrument without behavioral
anchors, a ten-item instrument, and a single-item behaviorally
anchored instrument. Studies using the instruments in under-
graduate engineering classes over four years show that the use of
behavioral anchors significantly improves the inter-rater relia-
bility of the single-item instrument. The inter-rater reliability
(based on four raters) of the behaviorally anchored instrument
was 0.78, which was not significantly higher than that of the
ten-item instrument (0.74), but it was substantially more parsi-
monious. The results of this study add to the body of knowledge
on evaluating students’ performance in teams. This is critical
since the ability to function in multidisciplinary teams is a
required student learning outcome of engineering programs.

Keywords: peer evaluation, assessment, behaviorally anchored 
rating scale

I. INTRODUCTION

In this paper, we compare the inter-rater reliability of three
peer-evaluation instruments when the instruments are used to
adjust team members’ grades based on the ratings of their con-
tributions to the team. The research setting involves project
teams comprised of junior-level engineering students. Our re-
sults show that adding behavioral anchors and descriptive
instructions to a one-item instrument significantly increases in-
strument reliability and that a one-item behaviorally anchored

instrument has inter-rater reliability as high as that of a ten-item
unanchored instrument.

II. LITERATURE REVIEW

1) Teamwork in engineering courses: In recent years, there has
been a great deal of engineering education research aimed at evalu-
ating teamwork. This is driven both by engineering’s industrial
stakeholders and accreditation standards. ABET’s EC2000 Crite-
rion 3, outcome (d) is “an ability to function on multi-disciplinary
teams” [1]. Although there has been debate about how to apply the
term “multi-disciplinary,” the ability to function on a team is central
to this outcome.

Many engineering professors incorporate teamwork into their
courses not only because employers and accrediting bodies look for
these skills, but also because they value team-based educational
methods. Advocates of cooperative learning methods believe that
the best way for students to achieve the learning objectives in their
courses is to work in learning teams. Many studies have shown that
when correctly implemented, cooperative learning improves infor-
mation acquisition and retention, and enhances higher-level think-
ing skills, interpersonal and communication skills, and self-
confidence [2]. Cooperative learning is an instructional paradigm
wherein teams of students work on structured tasks (e.g., home-
work assignments, laboratory experiments, or design projects)
under conditions that meet five criteria: positive interdependence,
individual accountability, face-to-face interaction, appropriate use
of collaborative skills, and regular self-assessment of team function-
ing [3]. In addition to creating individual accountability, the aver-
age of team members’ peer ratings can be used as a self-assessment
of team functioning. The instruments presented here do not mea-
sure the other criteria for successful cooperative learning.

2) Formative vs. summative assessment: Peer evaluations have
been administered to engineering student teams in one of two ways:
formative assessment [4] or summative assessment [5]. Formative
assessments (such as Team Developer™) [4] are used to provide
feedback to students in order to help them improve their teamwork
skills. Therefore, they should provide specific information about
which student behaviors are effective and ineffective. Longer, more
detailed evaluation instruments can be appropriate for formative
assessment because the targeted feedback helps students to under-
stand what they are doing well and in what areas they need to im-
prove. Research has found that peer raters often provide better,
more accurate feedback when the peer reviews do not affect the
ratees’ rewards, suggesting that instructors carefully evaluate the
benefits and drawbacks of using peer evaluations to adjust students’
grades if the main objective is formative assessment [6]. 
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The research reported here uses peer ratings for summative as-
sessment and adjusts students’ grades based on their peer ratings.
Summative assessments are used to describe a person’s past perfor-
mance to a team. When summative assessments are tied to a reward
system, such as students’ grades, they have the potential to motivate
team members to behave in ways that earn them higher ratings.
Many instructors use summative peer evaluations to adjust students’
team grades in order to achieve the individual accountability that is
necessary for successful cooperative learning environments. Peer
evaluations have the potential to make individuals’ contributions to
the team’s work more identifiable, which reduces the tendency of
people to contribute less effort to group tasks than they do to indi-
vidual tasks [7]. Although individual contributions to the team could
be measured in other ways (such as by instructor observation), peer
evaluation is often the most appropriate method. Another benefit of
using peer evaluations is that the process of completing them helps
students understand the performance criteria and how everyone will
be evaluated [7]. Millis and Cottell argue strongly that instructors
should use peer evaluations to adjust students’ team grades, again
emphasizing the importance of individual accountability [3].

3) Peer evaluation validity issues: Several meta-analytic studies
in the human resource management literature have examined the
inter-rater reliability of peer ratings and their correlations with
other rater sources such as supervisors, self-ratings, and ratings by
subordinates [8–11]. These studies have found that peer ratings
are positively correlated with other rating sources and have good
predictive validity for various performance criteria. Peer and self
ratings had a correlation, corrected for measurement unreliability,
of 0.36 in the Harris and Schaubroeck meta-analysis [10], and
0.31 in the Conway and Huffcutt meta-analysis [8]. Although
Kaufman, Felder, and Fuller did not report the correlation coeffi-
cient of self and peer ratings, they observed little difference be-
tween the average peer rating and the average self rating, and they
propose that the self ratings thus did not affect substantially the
grade adjustment. Brown makes a case for including self ratings in
the rating pool, observing that students are surprisingly honest
when rating themselves [12]. Typical point-distribution peer
evaluation methods implicitly include a self rating [13].

Most peer evaluations systems in both industry and academic set-
tings keep the source of peer ratings confidential and provide rated
individuals with only summary feedback, so that peers are more likely
to provide critical feedback [13]. Attitudes toward peer evaluations
are mixed, with many students resenting the systems, but others wel-
coming the opportunity to punish lazy or low performing teammates

[13]. Many students are concerned that peer ratings will be biased by
friendships, popularity, jealousy, or revenge [13].

Although peer evaluations are widely used in educational and in-
dustry settings, there are no generally accepted peer evaluation in-
struments. Some that have been proposed are so lengthy that they
may be impractical for summative assessment in many classroom
settings. For example, the Team Developer has 50 items [4]. Van
Duzer and McMartin’s instrument [14], which was developed for
peer evaluation with group projects in engineering education, has
11 items plus a space to nominate the member who provided the
most leadership, and asks the rater to distribute points among all
team members in accordance with their performance. Although
these long instruments may be appropriate for formative assess-
ment, often instructors will want shorter instruments for summative
assessment, particularly when the teamwork being evaluated is only
a small part of the course. The study that follows compares the
inter-rater reliability of three short peer evaluation instruments.

III. STUDY DESIGN

1) Instruments compared: Form A (Figure 1) is based on the
“autorating” instrument developed at the Royal Melbourne Insti-
tute of Technology (RMIT) by Robert Brown [12], and was
adapted by Richard Layton for use at North Carolina A&T State
University. Form A asks raters to write each team member’s name
and choose the one word “that best describes that person’s contri-
bution to this project” using nine words ranging from “no show” to
“excellent”. The instructor assigns numerical values to each rating
(“Excellent” ! 100, “Very Good” ! 87.5, “Satisfactory” !
75,…,”No show” ! 0). An average rating is computed for each
student and for the team as a whole. Each student’s project grade is
then adjusted by a grading factor based on how that student’s aver-
age rating compares to the team’s average rating. More detail on
strategies for adjusting student grades based on peer evaluations
may be found in Kaufman, et al. [5].

Form B (Figure 2) was developed by Sam Ofori, Devdas Pai,
and Richard Layton for use in a three-course sequence of design
courses in mechanical engineering at North Carolina A&T State
University. Form B provides more information than Form A about
how the ratings will be used. It asks students to write the names of
all team members and rate them on each of ten characteristics of
good teamwork, using a five-point Likert scale ranging from “un-
satisfactory” to “excellent”. 
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Figure 1. Peer evaluation instrument, Form A.



Form C (Figure 3), a one-item behaviorally anchored instru-
ment, is similar to the adaptation of Brown’s instrument [12]
reported in Kaufman, et al. [5]. Form C provides more detailed in-
structions and information about how the ratings will be used.
Forms similar to Form C have been used by a cadre of researchers in
engineering education [15–20]. The instrument asks students to
rate “team citizenship” and provides a list of different characteristics

of good team citizenship, such as “attending scheduled meetings”
and “attempting to communicate clearly and with civility.” In addi-
tion, it gives behavioral anchor terms for each of the nine possible
ratings using the same anchors as Form A.

2) Team assignment: On the first day of class in all semesters
under study, students completed a questionnaire indicating their
GPA, gender, course grade in a prerequisite course, and whether
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Figure 2. Peer evaluation instrument, Form B.

Figure 3. Peer evaluation instrument, Form C.



they were repeating the course. A seven-day scheduling table was
included on which students indicate times that they cannot meet for
group work. All information is voluntary except a signature verify-
ing that prerequisites have been satisfied. The instructor used this
information to form teams according to the following guidelines,
based on Felder et al. [4]: (1) groups of three or four, selected by the
instructor; (2) women and minorities are not outnumbered in a
group; (3) heterogeneous ability level using GPA and grade in
prerequisite course; (4) heterogeneity of major discipline, i.e., me-
chanical, electrical, civil, and so forth; and (5) times available to
meet for group work. 

3) Courses in which peer evaluation instruments were tested: Ei-
ther Form A or B was administered to each section of Layton’s
required junior-level mechanical engineering course at North Car-
olina A&T State University during five semesters over three years.
Form A was used anonymously by classes in the fall of 1996 and the
spring of 1997 and confidentially (but not anonymously) in the fall
of 1997. Form B was confidentially (but not anonymously) used in
the fall of 1998 and the spring of 1999.

Seventy students participated (and received final course
grades). Seventy-three percent were male, and 87 percent were
minorities, and nearly all were African American (which is typical
for the North Carolina A&T population). There were 21 teams.
The team gender composition was as follows: one all female team,
11 all male teams, and 9 mixed gender teams. The team ethnicity
composition was 12 all minority teams and 9 mixed ethnicity
teams. 

Form C was administered in two sections of Layton’s junior-
level Dynamics class in the winter of 2000. This is a core course for
most engineering majors at North Carolina A&T State University.
Seventy students participated. Eight-five percent were male. Ninety
percent were minorities. There were 17 teams. The gender compo-
sition was 11 all-male teams and 6 mixed-gender teams. The team
ethnicity was 11 all minority teams and 6 mixed-ethnicity teams. 

4) Team projects and use of the peer ratings: Students completed
peer evaluations in conjunction with group-based term projects for
the course. Students were assigned to teams that worked all semes-
ter on two technical design problems that were collectively worth 20
percent of the students’ final course grades (the remainder of the
coursework did not involve formal cooperative learning). The teams
completed oral presentations and written reports of their solution
for each of the two projects and received team grades. Students were
required to complete peer evaluations at the conclusion of each pro-
ject, which the professor used, in conjunction with his own judg-
ment, to adjust team members’ individual scores so that students
who contributed more (or less) than their teammates could receive
higher (or lower) scores than the team grade. It is important to note
that the professor did need to use discretion in adjusting grades
based on peer evaluation scores because some students attempted to
skew the ratings in their favor by rating themselves high and their
teammates low. For example, one student rated himself “excellent”
and everyone else on his team a “no show,” whereas the rest of the
team members assigned him ratings as low as “ordinary”. These rat-
ings were not deleted from the study, because the incidence of this
was not widespread, and such incidences do ultimately affect the re-
liability of the instrument. The same approach was used to generate
grade adjustment factors regardless of which form was used, so this
is not a factor in the study. Self ratings were included in the study, as
discussed earlier, based on the rationale of Kaufman, Felder, and

Fuller [5] and Brown [12], with the exception of data from the
spring of 1999, when Layton did not collect self ratings. 

The peer evaluations were administered at the end of the first pro-
ject, usually due by the fifth week of the semester. Students were en-
couraged to view the first evaluation as a chance to identify areas of
improvement. The first administration of the peer evaluation instru-
ment accomplished several goals: (1) teaching students about the peer
evaluation procedure; (2) calibrating students’ perceptions of the eval-
uation criteria; (3) giving students feedback on how their teammates
perceive their work; and (4) alerting the instructor to groups or indi-
viduals needing attention. Specifically, the first peer evaluation al-
lowed teams to identify “hitchhikers” and “overachievers,” that is,
group members that were either contributing too little or dominating
the team effort. The instructor met outside of class with teams whose
peer evaluations showed evidence of either of these problems. The
purpose of these meetings was to help the teams to find ways to more
evenly distribute the workload and to help resolve interpersonal diffi-
culties and time conflicts. Therefore, the first evaluation was forma-
tive and is not included in the study. The second evaluation, which
was administered at the end of the project, is summative.

5) Analytical procedure: Peer evaluation within a team yields mul-
tiple measures (one measure from each teammate) of the same traits
(aspects of team contribution). The consistency of ratings between
raters, i.e., how well students agree in their ratings of a particular
teammate, is estimated by inter-rater reliability statistics. The tech-
nique used to measure inter-rater reliability in this study is a special
form of analysis of variance described by Crocker and Algina [21].

Using Crocker and Algina’s terminology, this study involves a
nested, single-facet G-study design, which investigates how well the
sample of measurements can be generalized to all possible
measurements. A design is considered “nested” if the subjects are
evaluated under different conditions (in this case by different raters).
Because one of the subjects is self rating, but not always the same sub-
ject, the design is nested. The term “single-facet” indicates that only
one factor, or facet, is changing between multiple measurements. Be-
cause all raters are rating the same person for the same period of be-
havior, it is only the rater that is changing between measurements,
making this a single-factor design. A “G-study” refers to a study de-
signed to determine the potential of an instrument to be generalized.
This potential is quantified by a “generalizability coefficient,” !i,
where 0 " !i " 1 is an estimate of how well a single rater’s score ap-
proximates the true score that would be obtained if enough raters
evaluated each student. The special conditions of this type of design
require a change in the standard formulas used to compute the terms
of the ANOVA table, so the computational formulas used for a nest-
ed single-facet G-study design are shown in Tables 1 (a) and (b). 

Since the design is nested within teams, these calculations are
performed on a team-by-team basis and then accumulated to form
the sums shown in Table 1 (a). Those accustomed to ANOVA no-
tation will notice that MSp, the mean square for examinees, does not
estimate #2

p, as is usually the case—the residual term is part of the
estimate because of the nesting. The residual term must be estimat-
ed and subtracted in order to estimate #2

p, which must be isolated in
order to compute the generalizability coefficient. Further details are
found in Crocker and Algina [21].

As described earlier, the results from Forms A and C are com-
puted as a percentage, and are thus used directly. Form B is scored
from 0–50, so Form B scores were scaled by a factor of two to put
them on the same scale as the other forms.
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IV. RESULTS

Using the approach of Crocker and Algina’s, we calculated
the generalizability coefficient, which estimates how well the av-
erage of four raters’ scores approximates the true score that
would be obtained if a large number of raters evaluated the same
student. Using four raters for each administration, the generaliz-
ability coefficient was 0.67 for Form A, which used one-word
descriptors and a single item, and 0.74 for Form B, a ten-item
instrument measuring different aspects of team contribution.
This improvement in reliability is not statistically significant.
Form B, with multiple items, would be expected to have a high-
er reliability than Form A, because reliability improves with in-
creasing numbers of items [22]. The generalizability coefficient
for Form C, the one-item instrument with behavioral anchors,
was 0.78, which was a statistically significant improvement
over Form A (p $ 0.10), but was not significantly different from
Form B. However, because Form C is one-item instrument and
Form B has 10 items, Form C has the advantage of being more
parsimonious with a comparable or slightly better level of inter-
rater reliability.

Just as additional items improve the internal consistency reliabil-
ity of instruments, the inter-rater reliability increases as the number
of raters increases, according to the formula , 

, described in Crocker and Algina, 

where is equal to (MSp– MSr)/ni. This is relevant because certain
engineering projects feature larger teams, improving the estimat-
ed reliability of each of the instruments (for example, for a five-
person team, estimated inter-rater reliabilities increase to 0.72,
0.78, and 0.82 for Forms A, B, and C, respectively). Professors
considering using one of the peer evaluation instruments de-
scribed in this study could use this equation to estimate how many
raters they would need to have to achieve what they considered to
be an acceptable level of inter-rater reliability for any form (A, B,
or C) they adopt. The results of the formula are shown graphically
in Figure 4. The plot is an extrapolation, so the data are computed
rather than measured, and integer values of raters are indicated by
data markers. These curves are most valid for a four-person team,
since that was the most common grouping in the data studied.
Note that the improvement in reliability gained by adding each
additional rater (team member) diminishes as raters are added. 

V. LIMITATIONS AND FUTURE RESEARCH

Form C achieved an inter-rater reliability of 0.78 based on four
raters, which, although promising, leaves room for improvement.
More importantly, a one-item survey, even though it shows better
results psychometrically in this case, is risky because there is no
measure of internal consistency. A higher level of reliability will be
especially important for classes that use small teams where four
raters are not available, and therefore the estimated reliability is

p̂2
I

!
ŝp

2

ŝ2
p % 1ŝ2

i % ŝ
2
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Table 1 (a). Computational formulas and expected mean squares for a one-way ANOVA in a nested single-facet G-study design.

Table 1 (b). Definition of terminology used in the ANOVA formulas.



lower than the results reported here. For these reasons, further
research is being conducted on peer evaluation design and adminis-
tration in hopes of developing more useful peer evaluation instru-
ments with even higher levels of reliability. The authors and others
are presently validating a five-item behaviorally anchored rating
scale that extends the work described in this paper [23]. The new
instrument was developed based on an extensive examination of the
literature on teamwork. The five areas of team-member contribu-
tion that are assessed in the new instrument were determined based
on an empirical analysis of data from two large surveys of students.
Data from validity studies at five universities are being collected and
analyzed, and preliminary results should be available by the summer
of 2005.

Future studies could examine how including or excluding self
ratings would affect instrument reliabilities. Although we ex-
plained our rationale for including self ratings earlier, some stud-
ies suggest they are problematic. Lejk and Wyvill found that
strong students tend to underrate themselves and weaker stu-
dents tend to overrate themselves [24]. Thompson found similar
results for formative peer evaluations and showed that the validity
of peer assessments was high relative to self assessments [25]. If
self assessments are less reliable, our reliability has been lowered
by including them. The estimates reported here, therefore, are
conservative.

The present study involved a population of students that had
more minorities than is typical for engineering education as a
whole. This is good because it is important to test the robustness
of this class of instruments in different populations. However,
additional studies using behaviorally anchored rating scales such
as Form C in other settings are recommended to confirm the
generalizability of the inter-rater reliability estimates computed
here.

It is important to be aware that peer evaluations can, in certain
cases, be self-serving and dishonest. When professors are familiar
with teams and their members, as Layton was in this study, they can
use their professional judgment about how best to deal with indi-
vidual circumstances. For cases in which the instructor does not
know the students well, it may be helpful to use formulas to identify

situations that raise concerns, such as when there is low agreement
among peer raters.

VI. CONCLUSIONS

Form C is a simple peer evaluation instrument with the best relia-
bility of the three forms examined. The inter-rater reliability of Form
C, a single-item behaviorally anchored peer evaluation instrument,
exceeded that of an instrument with 10 times as many items due to
the addition of behavioral anchors. It is known that behaviorally
anchored rating scales improve instrument reliability (and therefore
validity) [26], but it is notable that this improvement was sufficient
to offset the negative effect on reliability of having only a single item.
Because students are likely to complete shorter instruments more
conscientiously than longer ones, parsimony is a desirable character-
istic of a peer ratings instrument, along with high inter-rater reliabil-
ity, and, for multi-item instruments, adequate internal consistency. 

It is also noteworthy that Form C included more statements and
instructions on the evaluation instrument, such as listing teamwork
behaviors that reminded students of various important aspects of
teamwork. Perhaps these additional instructions encouraged stu-
dents to think about various ways in which team members con-
tributed to the team effort before they made their ratings of each
team member. Although parsimony is important, it is also impor-
tant that peer evaluations give credit to peers for various ways in
which they contribute to their teams.
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